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 In the recent years, school administrators often encounter various problems while teaching, 

counseling, promoting and providing other services which engender disagreements and 

interpersonal conflicts between students, the administrative staff and others. Action learning is an 

effective way to train school administrators in order to improve their conflict-handling styles. In this 

paper, the data mining techniques are used to determine school administrators who attended an 

action learning course based on their conflict-handling styles. To this end, ROCI-II instrument is used 

that consists of both the demographic information and the conflict handling styles of the school 

administrators. Various data mining techniques such as decision trees, discriminant analysis, support 

vector machines (SVM), k-nearest neighbors (k-NN) and ensemble learner are used in prediction 

purposes. Various experimental works, on computer environment are carried out to validate the 

proposed idea. All data mining methodologies are simulated on MATLAB environment with 5-fold 

cross-validation technique. The classification performance is measured by accuracy criteria. The 

prediction experiments are conducted based on the two scenarios. In the first one, all statements 

(instrument items) are used to predict if a school administrator is educated or not with an action 

learning program. In the second scenario, the five independent dimensions are used individually to 

predict if a school administrator is educated or not with an action learning program. According to 

the obtained results, the first scenario achieves the best performance with k-NN method where the 

accuracy score is 75.0%. When the results from second scenario are considered, it is seen that 

integrating and compromising dimensions produce better accuracy scores than the other dimensions. 

Both integrating and compromising dimensions perform 73.7% accuracy scores with SVM and k-NN 

methods, respectively. 
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Introduction 

In recent years, changes in organizational and managerial concepts have caused some changes in 

education systems, which have also affected the expected behaviors of school administrators. The knowledge 

and skills that school administrators required to manage their schools have also changed over time. For these 

reasons, educational systems have struggled to provide knowledge, skills and competences to school 

administrators through in-service trainings. However, many studies have pointed out that these training 

programs couldn't provide acquisition of required skills and competences for many years and there are 

various problems about the content and the method of the courses (Agaoglu, Gultekin & Cubukcu, 2002; 

Celep, Ay & Gogus, 2010; Korkmaz, 2005; Sisman & Turan, 2004). For example, according to Balci (2011), 

despite of some improvements, the training programs implemented in the training of school administrators 

were far from satisfying the needs and solving the managerial problems. Celik (2002) and Ozmen (2002), 

Bakioglu, Ozcan and Hacifazlıoglu (2002) emphasized that the training programs were not sufficient to 

provide problem-solving skills and the lack of coaching and mentoring methods was an important deficiency.  

Ada, Dilekmen, Alver and Secer (2010) also stated that school administrators have serious competence 

gap in problem-solving skills and problem-solving skills must be acquired in managerial training programs. 

As regards content and methodology, it was stated that the contents of the course in the training programs 

should be discussed adequately by being associated with the sample applications in school and management 

environment (Gunay, 2004; Can & Celikten, 2000), be carried out for practical purposes (Karip & Koksal, 1999) 

and aim to teach the methods that administrator candidates can help to solve the problems that they may 

encounter during management practices (Isik, 2003). As school administration can be seen as the problem-

solving process (Basaran, 1984, p.193) and this process must be managed effectively. However, like the other 

organizations, schools are also systems where people with different character, understanding, value judgment, 

worldview and aims. For these reasons, conflict is an unavoidable phenomenon in every environment where 

people interact with each other. Rahim (1983) describes the concept of conflict as a process of interaction that 

occurs in the form of disagreement, difference or conflict between social entities such as people, groups, and 

organizations. Inability to manage the conflict effectively in organizations is an important problem (Karcioglu, 

Govez & Kahya, 2011). Because conflict is a process that negatively affects the motivation of the members of 

the organization if it is not well managed and thus leads to a decrease in productivity (Seval, 2006). For this 

reason, it is important to be able to manage the conflict well, to reduce the negative consequences of the conflict 

and to use the conflict situation as needed (Sahin, Emini, & Unsal, 2005). As Demirkaya (2003) stated that when 

it is well managed, it can turn into a kind of power which leads to production. One of the most widely used 

models in conflict management is the two-dimensional model of "concern for self" and "concern for others" 

developed by Rahim and Bonoma (1979). Combination of the two dimensions results in five specific styles of 

handling conflict: Integrating (problem solving), obliging (smoothing), dominating (forcing), avoiding 

(withdrawal), and compromising (sharing).  

In the style of integrating, the goal is to solve the problem. The purpose of this style is not to identify 

the party that is right or wrong but to determine the dispute between the parties (Aydin, 1994; Cilek, 2017; 

Rahim & Bonoma, 1979). For this reason, the parties discuss the real problem faced by confrontation and what 

they can do to solve this problem (Karcioglu et al., 2011). In the style of obliging, during the conflict 

management process one of the parties give up their interests and needs  and keep the opposite parties' 

interests and needs ahead. (Rahim, 1985). However, the style of obliging party thinks that this situation will 

return to him\her positively later (Rahim, Garrett, & Buntzman, 1992).  The style of dominating tells the 

individual a high interest and a low interest for others in the conflict process. Competing person often ignores 

the needs and wishes of the other party to achieve his\her goals (Rahim, Magner, & Shapiro, 2000). Style of 

avoiding has been associated with withdrawal, buck-passing, or sidestepping situations. Avoiding party fails 

to satisfy his\her own concern as well as the concern of the other party. (Rahim & Bonoma, 1979). An avoiding 
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person fails to satisfy the wishes and needs of the other side as far as his own wishes and needs are concerned 

(Rahim, 2002). The style of compromising basically expresses the interest towards the individual 

himself/herself and other party in the medium-level. A decision based on compromising is like a style of 

avoiding. But the most distinctive feature of compromising is that both sides are compelled to sacrifice in some 

matters that are important for them (Karcioglu et al., 2011; Rahim, 2002).  

Conflict is important for reducing ambiguity and complexity. In fact, effective managing of conflict is 

more important than reducing of it. The most important factor in solving the problem is the attitude of the 

person who manages conflict; that is the form of administration (Basaran, 1993, p. 40). For this reason, it is 

necessary for a school administrator to develop some skills and competences in order to manage conflict 

process. (Mehduhoglu, 2007). Therefore, there is a need for innovative training practices for school 

administrators to develop practical skills. At this point, action learning has been expressed as a learning 

mentality that can provide a balance and link between theory and practice in managerial education (Pedler, 

2011; Taylor, 2010). 

It is considered difficult to define action learning within a single pattern. Revans, who is considered as 

"father" of this process (Boshyk & Dilworth, 2010; Marquardt, 2003), also stated that the action learner cannot 

be identified with a single statement, that there is not a single form, or that it should not be seen as a single 

formula or technique (Pedler, 2008). According to Pedler (2008), action learning is an approach that can 

provide learning and problem solving skills for the individual, the team, the organization, and even the whole 

system change. According to another definition, action learning is a process in which a group of volunteer 

colleagues who come together to work on complex and real problems reflect what they have learned and 

learned all the time (Brockbank & McGill, 2003).  

Skills related to effective leadership are quite complex and require many years to develop. Nevertheless, 

it is important that administrators or candidates know about their weak or powerful aspects, acquire new 

abilities, make up for their deficiencies and weaknesses (Hoy & Miskel, 2012; Yukl, 2002) and this importance 

overlap with the purpose of learning action. For this reason, it can be said that action learning is an effective 

approach that can be used in the school administrators' education process. Because action learning has 

important implications for dealing with uncertainties and negativities, strengthening environmental 

relationships, improving core leadership skills, and strengthening managerial, transformational, political, and 

professional aspects of leadership (Acker-Hocevar, Pisapia & Coukos-Semmel, 2002; Boulden & De Laat, 2005; 

Lamm, 2000; Lee, 2005; Skipton Leonard, & Lang, 2010). 

The developments in instructional technologies give opportunity to educators and educational planners 

to examine the learning process with alternative evaluation methods. Data mining is one of the evaluation 

methods that has recently begun to be used in the field of education. (Tekin & Polat, 2017). Data mining is the 

exploration and analysis of meaningful and useful links and rules between data by examining large quantities 

of data through computer programs. (Savas, Topaloglu, & Yilmaz, 2012). Data mining, which is known as 

inferring valuable knowledge from a raw data, has three major components namely; data clustering or 

labeling, association rules and data sequence analysis. Various data mining techniques such as decision trees, 

discriminant analysis, support vector machines (SVM), k nearest neighbors (k-NN) and ensemble learner are 

used in prediction purposes. Various experimental works, on computer environment are carried out to 

validate the proposed idea.  

The aim of this study is to determine if an action learning experience affects the school administrators 

positively to extend their conflict-handling styles by using data mining techniques. Data mining is frequently 

used in science research and its use in the field of education is more recent. Data mining has been also applied 

to data coming from different types of educational systems. Data mining techniques were preferred by 

instructors who use the produced reports to improve the student’s learning. In the educational context, data 
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mining is an emerging discipline, concerned with developing methods for exploring the large-scale 

educational data set (Romero, Ventura, & García, 2008) and data set is used to better understand learning and 

to provide information about the learning process (Romero, Ventura, Pechenizkiy, & Baker, 2010). Data mining 

can be applied to assess students learning performance, improve learning process, guide students’ learning, 

provide course adaptation, evaluate learning materials and educational web-based courses and detect 

abnormal learning behaviors and problems (He, 2013; Peña-Ayala, 2013; Romero et al., 2008). But there is a 

need to demonstrate the usability of the data mining's classification facilities, especially in experimental and 

quasi-experimental design studies. For this reason, this research aims to contribute to researchers and 

practitioners in three aspects. The first current study has the potential to direct the studies on the evaluation 

of the effectiveness of the action learning programs attended by the school administrators. The second is to 

demonstrate the usability of data mining techniques in experimental research in education. The third is to 

guide to practitioners about which data mining techniques will produce better results in the assessment of the 

effectiveness of the education and training programs. 

Material and methods 

Research Design 

In the recent years, school administrators often encounter various problems while teaching, counseling, 

promoting and providing other services which engender disagreements and interpersonal conflicts between 

students, the administrative staff and others. Action learning is an effective method to train school 

administrators in order to improve their conflict-handling styles. Therefore, an experimental study was 

constructed and experimental group was used in the research. The experimental studies are also defined as 

intervention studies or group comparison studies that experimental researchers test an idea (or practice or 

procedure) to determine its effect on an outcome (Creswell, 2012).   

In this study the repeated measures design, which is known as the one of the experimental designs, was 

used. Repeated measures design has the advantage of employing only a single group is a repeated measures 

design. In this design, all participants in a single group participate in all experimental treatments, with each 

group becoming its own control. The researcher compares the group’s performance under one experimental 

treatment with its performance under another experimental treatment (Creswell, 2012). The appearance of the 

experimental design is presented in Table 1. 

Table 1. Repeated measures design 

Group Pretest Process Posttest 

Experimental 

group 

Rahim Organization Conflict 

Inventory II 

Action learning 

experiences 

Rahim Organization Conflict 

Inventory II 

 

Study Group 

The participants constituting the experimental group of the research were determined by heterogeneity 

sampling which is one of the purposeful sampling methods. In the purposeful sample, the researcher decides 

whom to include in the research (Cohen, Manion, & Morrison, 2005, Silverman, 2006, Yildirim & Simsek, 2005). 

Thus, the study will have been carried out with the participants who are most appropriate to the purpose of 

the research (Balci, 2011, p.102). In this study, attention was paid to the fact that the experiences of the 

participants would be different in order that the action learning process would be more effective. Volunteerism 

was also taken as a criterion when participants were determined. So in this study experimental process was 

constructed with 38 participants from Elazig/Turkey province center. 25 (66%) of participants were teachers 

and 13 (34%) were school administrators. Besides, 15 (39.5 %) participants had managerial experience and 23 
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(60.5 %) participants had no managerial experience. 35 (92%) of the participants were males and 3 (8%) were 

females. Attention has been paid to the fact that the participants in the group are experienced and 

inexperienced. For this purpose, managerial experienced participants were distributed to the different groups. 

Data Collection Tool  

Rahim Organization Conflict Inventory II (ROCI-II) was used that consists of both the demographic 

information and the conflict handling styles of the school administrators. ROCI-II was developed by Rahim 

(1983) to measure five styles of handling interpersonal conflict. The ROCI-II was adapted to Turkish by 

Gumuseli (1994). The ROCI-II contains 28 scale items which are grouped into five dimensions such as 

integrating, obliging, dominating, avoiding and, compromising respectively. Internal consistency reliability 

estimates were satisfactory. Cronbach's Alpha value, which is calculated in the reliability study conducted by 

Gumuseli (1994), varies between .72 and .77. In this study, Cronbach's Alpha is calculated as .80. 

Data Analysis 

In this study, data mining techniques was used to analyze data through the MATLAB program. This 

topic includes information on data mining techniques and MATLAB classification learner application tool 

which are used in the study. 

Data Mining Techniques 

As our interest is trough data clustering or labeling component, only related theories are visited here. 

Data labeling or data classification can be handled by either supervised or unsupervised. For unsupervised 

labelling procedure, a set of rules are extracted which help to cluster the input data into a set of groups (Luan, 

2002; Sengur, 2013). In supervised classification, a set of labeled dataset is used to figure out some rules that 

link the input dataset to labels. Thus, the obtained rules can be further used for some unknown dataset to 

determine their class labels. Figure 1 shows the supervised classifiers that are used in this work. Decision trees, 

discriminant analysis, SVM, k-NN and ensemble learner methods are used accordingly. The brief definitions 

for the examined data mining techniques are given in the following sub-sections.  

...

Prediction result

Pre-test

 &      

Post-test              

Datasets

Ensemble 

learner
k-NNSVM

Discriminant 

analysisDecision trees

 
Figure 1. The supervised classification methods that are used in our research work. 
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Decision trees 

Decision trees are popular, widely used and efficient data classification approaches (Safavian & 

Landgrebe, 1991). They are also known as non-parametric supervised learning methods. The goal of decision 

trees is to create a model that predicts the class label of a test sample by learning simple decision rules inferred 

from the input data set. The structure of a decision tree covers two kinds of nodes such as leaf and internal 

node, respectively. A leaf holds a class label that is determined by the majority vote of training examples 

reaching that leaf. In addition, each internal node is a question on features. It branches out according to the 

answers. 

Discriminant analysis 

Discriminant analysis produces a series of equations based on input feature space that are used to 

classify a test sample (Sengur, 2008). Discriminant analysis considers two possible objectives. The first 

objective finds a predictive equation for classifying a test sample. And the second one stresses to interpreting 

the predictive equation to better understand the relationships that may exist among the features. 

SVM 

SVM is an important and efficient supervised classification algorithm (Hearst, Dumais, Osuna, Platt, & 

Scholkopf, 1998). Given a set of N training data points {(𝒙𝑖,𝑦𝑖)𝑛=1
𝑁 } where xi is a multidimensional feature 

vector and 𝑦𝑖 is corresponding label, a SVM models a decision boundary between classes of training data as a 

separating hyperplane. The SVM decision function can be defined as: 

𝑓(𝒙∗)=𝑠𝑖𝑔𝑛[∑ 𝛼𝑖𝑦𝑖𝜑(𝒙∗,𝒙𝑖)

𝑁

𝑖=1

+𝑏] (1) 

in which 𝒙∗ denotes is a test vector, 𝛼𝑖 the Lagrangian multiplier associated with training sample 𝒙𝑖, 

and 𝑏 the learnt bias. SVM’s can be made non-linear through the use of kernel function 𝜑, in which 𝑔(𝒙𝑖) is a 

(linear or non-linear) mapping function which is implemented through the kernel function via the dot product 

𝜑(𝒙∗,𝒙𝑖)=𝑔(𝒙∗)
𝑡, g(𝒙𝑖).  

k-NN 

k-nearest neighbors (k-NN) classifier is known to be the simplest, effective, and non-parametric 

classification approach (Bicer, 2002). In k-NN classification procedure, all training samples are used to classify 

the test sample according to a pre-defined distance function and the number of nearest neighbors k. In other 

words, k-NN approach initially calculates a similarity measure between test sample and training samples with 

a distance function such as Euclidean distance, Mahalanobis distance and etc. Then, based on the calculated 

similarity measure, k nearest neighbors of test sample are determined. The class label of the test sample is 

determined by the majority voting of the labels of pre-determined k nearest neighbors.      

Ensemble learner 

An ensemble learner is known to be constructed from a serious of individual classifiers (Sengur, 2009). 

In other words, an ensemble learner determines a test sample class label by combining the decisions of the 

individual classifiers in some ways. Ensemble learner often produces much better achievement than the 

individual classifiers that make it up. As it is mentioned, ensemble learner uses some ways such as bagging 

and boosting to combine the decision of the various classifiers. Bagging and boosting are two popular 

ensemble learner methods that are widely used in data mining applications. Bagging decreases the variance 

of the prediction by generating additional data for training from original dataset. This is handled by using 

combinations with repetitions to produce multisets of the same size as the original data. The increasing size of 
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training set just decreases the variance, narrowly tuning the prediction to expected outcome. In addition, 

boosting is known to be a two-step approach. The first step uses subsets of the original data to produce a series 

of averagely performing models. And in the second step, the performance is increased by combining the 

previous performances together using a voting scheme.  

MATLAB classification learner application tool 

Classification learner application is a useful tool that comes with MATLAB software (MathWorks, 2018). 

Figure 2 shows a snapshot from the classification learner application. It enables the user to perform various 

supervised learning tasks such as feature classification, dimension reduction, feature selection, feature analysis 

and classification evaluation. A series of classifiers such as decision trees, discriminant analysis, support vector 

machines, logistic regression, nearest neighbors, and ensemble classification can be used on the same 

classification task to determine the best classification model type.  

 
Figure 2. Classification learner application tool 

Classification learner tool accepts the input data from workspace or from a file. The input data is in a 

matrix form where the columns show features and the rows show number of samples. The target (labels or 

classes) of the dataset is in the last column of the input matrix. The validation of a classifier can be evaluated 

with either k-fold cross validation or hold-out validation or no validation and the obtained results are 

evaluated with classification accuracy. Classification learner tool uses principle component analysis (PCA) for 

dimension reduction. It also presents a manual feature selection tool for evaluating of the each feature or a set 

of features. Scatter plot, confusion matrix, receiver operating characteristic (ROC) and parallel coordinates 

plots can be used for analysis data and the results. If you have Parallel Computing Toolbox, then parallel 

training is available in classification learner tool. The generated codes to train a model with different data can 

be exported, or the trained models can be exported to the workspace to make predictions using new data with 

the classification learner tool.  
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Results 

As it was mentioned earlier, in this study, the data mining techniques are used to determine if an action 

learning experience resulted in school administrators more productive to extend their conflict-management 

skills. To this end, an experimental design was constructed and the pre-test was applied to the managers before 

action learning experience and post-test was applied after the experience.  

In the data mining perspective, we approach the problem if data mining can determine whether action 

learning program affects the participated managers positively. Moreover, we investigate if ROCI questions 

are capable to reflect the improvement in conflict-management skills after training. To do so, the pre-test 

participates are labelled as non-trained and the managers who participated in the training and have post-test 

are labelled as trained. Various data mining techniques such as decision trees, discriminant analysis, support 

vector machines (SVM), k-nearest neighbor (k-NN) classifiers and ensemble learners are adopted. The 

MATLAB software is used in modelling of such data mining techniques. More specifically, the classification 

learner application is preferred which enables the user to explore supervised machine learning using various 

classifiers. In the evaluation of the employed data mining techniques, 5-fold cross validation test is used and 

the mean accuracy values are recorded. The decision trees, which are used in the prediction, are coarse tree, 

medium tree and fine tree, respectively. Decision trees have several positive properties such as easy to 

interpret, fast for fitting and low memory usage. But they can get low predictive accuracies based on the 

application. In coarse tree structure, the maximum number of splits is assigned as 4. Similarly, the maximum 

numbers of splits for medium and fine trees are 20 and 100, respectively. Discriminant analysis is a fast, 

accurate, easy to interpret and effective classification algorithm where linear and quadratic discriminants 

analysis are two main forms of it. While linear discriminant creates linear boundaries between predicted 

classes, quadratic discriminant constructs non-linear boundaries between predicted classes. SVM algorithm 

seeks the best hyperplane where the separation of data points of one class from others is guaranteed. The 

classification learner application presents six different SVM algorithms such as linear, quadratic, cubic, fine 

Gaussian, medium Gaussian and coarse Gaussian, respectively.  As k-NN classifiers generally have high 

predictive accuracy in low dimensions. This can be seen as an advantage of the k-NN classifiers, high memory 

usage, and not easy to interpret properties make them disadvantageous. Six different k-NN techniques are 

presented in classification learner application such as fine k-NN, medium k-NN, coarse k-NN, cosine k-NN, 

cubic k-NN and weighted k-NN, respectively. In fine k-NN technique, the number of neighbor k is chosen as 

1. In addition, for medium and coarse k-NN techniques, the numbers of neighbors are selected as 10 and 100, 

respectively. In cosine and cubic k-NN approaches, the cosine and cubic distance metrics are used and the 

numbers of the neighbors are set to 10. In weighted k-NN, the number of neighbors is also set to 10 and a 

weighted distance function is used for class separation. As ensemble learners cover a dozen of classifiers, they 

are generally announced as slow approaches. Five different ensemble learner techniques can be found in 

classification learner application such as boosted trees, bagged trees, subspace discriminant, subspace k-NN 

and RUSBoost trees, respectively. In boosted trees technique, the AdaBoost ensemble method is used. In 

addition, for bagged trees, the random forest approach is adopted. Subspace with discriminant learners and 

nearest neighbor learners are used in subspace discriminant and subspace k-NN methods. Finally, RUSBoost 

and decision tree learners are used in RUSBoost tree method.    

During the experiments with data mining techniques, two different scenarios are considered. In the first 

one, all 28 scale items are used to predict the trained and non-trained clusters. In the second scenario, each 

questionnaire category is used to determine trained and non-trained clusters in order to determine the 

relationship between the categories and cluster labels. Table 2 shows the obtained accuracy values for the first 

scenario.  
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Table 2. Prediction accuracies for the first scenario. The bold case shows the highest accuracy. 

Data mining Technique Classifier Type Accuracy (%) 

Decision trees 

Coarse Tree 60.5 

Medium Tree 60.5 

Fine Tree 61.8 

Discriminant analysis  
Linear Discriminant 67.1 

Quadratic Discriminant 43.3 

SVM 

Linear SVM 73.7 

Quadratic SVM 68.4 

Cubic SVM 68.4 

Fine Gaussian SVM 48.7 

Medium Gaussian SVM 73.7 

Coarse Gaussian SVM 63.2 

k-NN 

Fine k-NN 42.1 

Medium k-NN 68.4 

Coarse k-NN 47.4 

Cosine k-NN 75.0 

Cubic k-NN 63.2 

Weighted k-NN 57.9 

Ensemble learners 

Boosted Trees 47.4 

Bagged Trees 71.1 

Subspace Discriminant 72.4 

Subspace KNN 43.4 

RUSBoost Trees 55.3 

 

As seen in Table 2, 22 accuracy values for aforementioned data mining techniques are tabulated. The 

accuracy values are having range between 42.1% and 75.0%. In other words, the lowest accuracy 42.1% is 

produced by Fine k-NN technique and the highest accuracy 75.0% is produced by Cosine k-NN classifier type.   

All decision trees techniques produce prediction accuracies over 60%. Coarse and medium tree 

approached obtain the same accuracy value where the recorded accuracy is 60.5%. In addition, Fine tree 

produces the highest accuracy score (61.7%) among the decision trees methods. Linear discriminant method 

produces 67.1% accuracy score which is better than the Quadratic discriminant accuracy score. It is worth to 

mentioning that linear discriminant method’s accuracy score is higher than all decision trees method’s 

accuracy scores. Except Fine Gaussian SVM, all SVM techniques produce accuracy scores over 63%. Linear 

and Medium Gaussian SVMs accuracy scores are 73.7% which are the highest among the all SVM techniques. 

This accuracy score is also the second best achievement among all classification techniques. The worst accuracy 

score 48.7% is obtained by the Fine Gaussian SVM. In addition, quadratic and cubic SVM techniques produce 

68.4% accuracy scores. As it is mentioned earlier, the cosine k-NN method produces 75.0% accuracy score 

which is the highest one. Furthermore, except Fine k-NN, all k-NN classifier types produce reasonable 

accuracy scores. Subspace discriminant method which is an ensemble learners produces 72.4% accuracy score. 

This achievement is also the third best accuracy score among the all classifier types. Bagged trees ensemble 

method is also produced a higher achievement where the accuracy score is 71.1%. The worst achievement is 

also produced by Subspace KNN ensemble method.    

Table 3 shows the obtained accuracy scores when integrating dimension is used as input. Integrating 

category covers 6 scale items. As it was mentioned earlier, this structure is planned in the second scenario. 
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Table 3. Prediction accuracies for the second scenario. Integrating category is used as input. The bold case shows the 

highest accuracy. 

Data mining Technique Classifier Type Accuracy (%) 

Decision trees 

Coarse Tree 67.1 

Medium Tree 67.1 

Fine Tree 69.7 

Discriminant analysis  
Linear Discriminant 69.7 

Quadratic Discriminant 53.9 

SVM 

Linear SVM 73.7 

Quadratic SVM 57.9 

Cubic SVM 53.9 

Fine Gaussian SVM 60.5 

Medium Gaussian SVM 73.7 

Coarse Gaussian SVM 67.1 

k-NN 

Fine k-NN 48.7 

Medium k-NN 64.5 

Coarse k-NN 47.4 

Cosine k-NN 65.8 

Cubic k-NN 64.5 

Weighted k-NN 63.2 

Ensemble learners 

Boosted Trees 61.8 

Bagged Trees 64.5 

Subspace Discriminant 65.8 

Subspace KNN 50.0 

RUSBoost Trees 64.5 

 

As seen in Table 3, the highest accuracy score 73.7% is obtained with two SVM classifier types namely 

linear SVM and Medium Gaussian SVM, respectively. In addition, the worst accuracy score 47.4% is produced 

by coarse k-NN approach. One important inference from Table 3 is that the decision trees classification 

approaches produce consistent accuracy scores. While coarse and medium tree techniques produce 67.1% 

accuracy score, fine tree method obtain 69.7 accuracy score. It is also worth to mentioning that 69.7% accuracy 

score is the second highest accuracy score among all accuracy scores. Linear discriminant method also 

produces the 69.7% accuracy score but the quadratic discriminant does not obtain such a high accuracy value. 

Its achievement is only 53.9%. In SVM classification methods, the cubic SVM yields the lowest accuracy score 

where the accuracy is 53.9%. As it is mentioned earlier, linear and medium Gaussian SVM techniques obtain 

the highest accuracy score. k-NN classifier types do not outperform in the second scenario. The highest 

accuracy is produced by cosine k-NN where the recorded accuracy score is 65.8%. This score is low when the 

highest accuracy scores that are produced by decision trees, discriminant analysis and SVM methods are 

considered. In other words, none of the k-NN methods produce a remarkable accuracy score. 47.4% accuracy 

score is the lowest score that is produced by coarse k-NN method. Similarly, ensemble learner methods do not 

outperform. The subspace discriminate method produce the highest accuracy score (65.8%) among the 

ensemble learning classification types. In addition, subspace k-NN ensemble learner method produces 50.0% 

accuracy score that is the lowest one among the ensemble learner methods.       

When obliging dimension is used as input, the results that are tabulated in Table 4 are obtained. The 

obliging dimension covers five scale items. 
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Table 4. Prediction accuracies for the second scenario. Obliging category is used as input. The bold case shows the highest 

accuracy. 

Data mining Technique Classifier Type Accuracy (%) 

Decision trees 

Coarse Tree 63.2 

Medium Tree 63.2 

Fine Tree 69.7 

Discriminant analysis  
Linear Discriminant 63.2 

Quadratic Discriminant 51.3 

SVM 

Linear SVM 61.8 

Quadratic SVM 50.0 

Cubic SVM 51.3 

Fine Gaussian SVM 52.6 

Medium Gaussian SVM 61.8 

Coarse Gaussian SVM 55.3 

k-NN 

Fine k-NN 50.0 

Medium k-NN 56.6 

Coarse k-NN 47.4 

Cosine k-NN 55.3 

Cubic k-NN 56.6 

Weighted k-NN 47.4 

Ensemble learners 

Boosted Trees 53.9 

Bagged Trees 57.9 

Subspace Discriminant 64.5 

Subspace KNN 50.0 

RUSBoost Trees 55.3 

 

Using obliging dimension as input is in our second scenario and the best accuracy score 69.7% is 

obtained with fine tree method. In addition, other decision trees methods (coarse and medium trees) produced 

the third highest accuracy score where 63.2% accuracy score is obtained. Moreover, the second highest 

accuracy score 64.5% is produced by subspace discriminant ensemble learner method. Despite this high 

accuracy score, none of the other ensemble learners method produces remarkable accuracy scores. For 

example, subspace k-NN method produces 50.0%, bagged, boosted and RUSboost trees methods obtain 57.9%, 

53.9% and 55.3% accuracy scores, respectively. Linear discriminant produced higher accuracy score than 

quadratic discriminant analysis. In addition, the highest accuracy score 61.8% is produced by both linear and 

medium Gaussian SVM methods. Actually, 61.8% accuracy score is quite surprising when the achievements 

of the SVM methods on previous experiments are considered. The lowest SVM score 50.0% is produced by 

quadratic SVM. Generally speaking, k-NN methods fail in this application. All k-NN methods produce various 

accuracy scores lower than 60.0%. Medium and cubic k-NN methods produce the highest accuracy score 

(56.6%) among the k-NN methods.         

Dominating category covers also 5 scale items and the produced results are given in Table 5. 

Table 5. Prediction accuracies for the second scenario. Dominating category is used as input. The bold case shows the 

highest accuracy. 

Data mining Technique Classifier Type Accuracy (%) 

Decision trees 

Coarse Tree 63.2 

Medium Tree 63.2 

Fine Tree 67.1 

Discriminant analysis  
Linear Discriminant 60.5 

Quadratic Discriminant 53.9 

SVM Linear SVM 59.2 
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Quadratic SVM 57.9 

Cubic SVM 52.6 

Fine Gaussian SVM 55.3 

Medium Gaussian SVM 52.6 

Coarse Gaussian SVM 55.3 

k-NN 

Fine k-NN 53.9 

Medium k-NN 40.8 

Coarse k-NN 47.4 

Cosine k-NN 48.7 

Cubic k-NN 44.7 

Weighted k-NN 59.2 

Ensemble learners 

Boosted Trees 68.4 

Bagged Trees 60.5 

Subspace Discriminant 60.5 

Subspace KNN 53.9 

RUSBoost Trees 59.2 

As seen in Table 5, the highest accuracy 68.4% is produced by boosted trees ensemble learners method. 

In addition, the second-best accuracy score 67.1% is obtained by fine tree method. It is also worth to 

mentioning that the third highest accuracy score is also produced by coarse and medium tree methods. 

Actually, decision trees algorithm outperforms for dominating category. Linear and quadratic discriminant 

methods produce 60.5% and 53.9% accuracy scores respectively. Linear SVM is also produced the highest 

accuracy score 59.2% among all SVM classification types. The lowest accuracy 52.6% is produced by cubic and 

medium Gaussian SVM techniques. 59.2% accuracy score is also produced by weighted k-NN method. This 

accuracy score is also the highest one among all k-NN methods achievements. The lowest result 40.8% is also 

produced by medium k-NN method that is the worst one among all achievements. Bagged trees and subspace 

discriminant methods produced 60.5% accuracy score and the lowest ensemble learners score 53.9% is 

obtained by subspace k-NN method.    

Avoiding category covers also 6 scale items and the produced results are given in Table 6. 

Table 6. Prediction accuracies for the second scenario. Avoiding category is used as input. The bold case shows the highest 

accuracy. 

Data mining Technique Classifier Type Accuracy (%) 

Decision trees 

Coarse Tree 53.9 

Medium Tree 53.9 

Fine Tree 52.6 

Discriminant analysis  
Linear Discriminant 50.0 

Quadratic Discriminant 51.3 

SVM 

Linear SVM 50.0 

Quadratic SVM 43.4 

Cubic SVM 53.9 

Fine Gaussian SVM 48.7 

Medium Gaussian SVM 44.7 

Coarse Gaussian SVM 42.1 

k-NN 

Fine k-NN 48.7 

Medium k-NN 51.3 

Coarse k-NN 47.4 

Cosine k-NN 57.9 

Cubic k-NN 47.4 

Weighted k-NN 48.7 

Ensemble learners Boosted Trees 65.8 
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Bagged Trees 59.2 

Subspace Discriminant 47.4 

Subspace KNN 51.3 

RUSBoost Trees 63.2 

  

As one evaluates the obtained results as shown in Table 6, it is observed that the avoiding category is 

not quite enough efficient in discriminating trained and non-trained participants. None of the classification 

methods from decision trees, discriminant analysis, SVM and k-NN yields an accuracy score above 60%. 57.9% 

accuracy score is only produced by cosine k-NN method among the aforementioned methods. Ensemble 

learners methods achievements are quite high than other classification methods for avoiding category where 

65.8% highest accuracy score is produced by boosted trees method. Moreover, the second best accuracy score 

63.2% is also produced by RUSBoost Trees method.      

Finally, compromising dimension covers also 6 scale items and the produced results are given in Table 7. 

Table 7. Prediction accuracies for the second scenario.  Compromising category is used as input. The bold case shows the 

highest accuracy. 

Data mining Technique Classifier Type Accuracy (%) 

Decision trees 

Coarse Tree 64.5 

Medium Tree 64.5 

Fine Tree 67.1 

Discriminant analysis  
Linear Discriminant 67.1 

Quadratic Discriminant 61.8 

SVM 

Linear SVM 67.1 

Quadratic SVM 67.1 

Cubic SVM 57.9 

Fine Gaussian SVM 65.8 

Medium Gaussian SVM 71.1 

Coarse Gaussian SVM 68.4 

k-NN 

Fine k-NN 64.5 

Medium k-NN 73.7 

Coarse k-NN 47.4 

Cosine k-NN 69.7 

Cubic k-NN 72.4 

Weighted k-NN 69.7 

Ensemble learners 

Boosted Trees 63.2 

Bagged Trees 63.2 

Subspace Discriminant 69.7 

Subspace KNN 50.0 

RUSBoost Trees 61.8 

  

As seen in Table 7, the compromising dimension is quite efficient where better accuracy scores are 

visible when compared with avoiding category’s accuracy results. The highest 73.7% and the lowest 47.4% 

accuracy scores are obtained by medium and coarse k-NN methods, respectively. 67.1% accuracy score is 

produced by both fine tree and Linear Discriminant methods. Medium Gaussian SVM method produces 71.1% 

accuracy value which is the highest among all SVM methods. In addition, 71.1% accuracy score is the third 

highest accuracy among all methods. k-NN methods achievements are better than the other classification 

types. The highest and the second highest accuracy scores 73.7% and 72.4% are produced by medium and 

cubic k-NN methods, respectively. Ensemble learners also produce comparable accuracy scores. Subspace 

Discriminant method obtain 69.7% accuracy score which is the highest one among ensemble learners method. 
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Conclusions and Discussion 

In the context of education data mining is an emerging and new discipline. Because data mining is a set 

of computational and psychological methods and research approaches to reveal how students learn, and 

environments in which they learn. Data mining is growing considerably over the last few years in educational 

environments and there is a need to demonstrate the usability of the data mining's classification techniques, 

especially in experimental and quasi-experimental design studies.  

In this study, the data mining techniques are used to determine if an action learning experience affects 

the school administrators positively to extend their conflict-management skills. To this end, ROCI-II 

instrument is used that consists of both the demographic information and the conflict handling styles of the 

school managers. MATLAB classification learner tool, which covers 22 classification methods in 5 categories 

such as decision trees, discriminant analysis, SVM, k-NN and ensemble learner, is used in prediction purposes. 

The experimental works are carried out with 5 fold cross validation technique and the classification accuracy 

is calculated to evaluate the performance of the proposed scheme. The prediction experiments are conducted 

based on the two scenarios. In the first one, all statements are used to predict if a school administrator is 

educated or not with an action learning program. In the second scenario, the five independent dimensions are 

used individually to predict if a school administrator is educated or not with an action learning program. 

According to the obtained results, the first scenario achieves the best performance with k-NN method where 

the accuracy score is 75.0%. When the results from second scenario are considered, it is seen that integrating 

and compromising dimensions produce better accuracy scores than the other dimensions. Both integrating 

and compromising dimensions perform 73.7% accuracy scores with SVM and k-NN methods, respectively.  

According to the results of two scenarios, it was concluded that action learning experience affects the school 

administrators positively to extend their conflict-management skills. 

Studies in the literature support the result of this research. Skipton Leonard and Marquardt (2010) have 

shown that action learning improves administrators’ integrating ability in conflict situations. ARL Inquiry 

(1996) concluded that participants learned about conflict management at the end of their three action learning 

programs (Choi, 2005). According to the results of the experimental study Hii (2000) performed using the 

action learning approach, it was concluded that there was a significant increase in the integrating dimension 

of the administrators who participated in the action learning sessions. According to Acker-Hocevar et al. 

(2002), Sundstrom (1991), Yorks et al. (1998) and Yorks, O'Neil and Marsick (1999) the action learning process 

also enhances participants' conflict management skills. 

In Cho and Bong’s (2013) study, it has been observed that the problem-solving and conflict management 

skills and techniques of those participating in action learning teams have improved. In the study conducted 

by Lucas, Goldman, Scott, and Dandar (2018) and Burrell and Rahim (2018), it was seen that the programs in 

which innovative engaged learning approaches used such as action learning enhance professional skills such 

as decision-making, planning, listening, change management, critical thinking and conflict management. 

Waite, Mensinger, Wojciechowicz and Wilson (2018) examined pre-post self-reported ratings of emotional and 

social competencies of undergraduate pre-licensure students in the health professions and public health and 

their relevance to leadership development. In the study it was seen that action learning immersion experiences 

were supported through learning by doing, shared developmental activities, and collaborative learning 

exercises and the conflict management competency change was positive with marginal statistical significance.  

In conclusion, this research contributes to researchers and practitioners in some aspects. First of them is 

this study can direct the studies on the evaluation of the effectiveness of the action learning programs attended 

by the school administrators. The other contribution is data mining classification techniques can be used 

effectively in experimental studies. And lastly, this study guides to practitioners and researchers about which 

data mining techniques can produce better results in the assessment of the effectiveness of the education and 

training programs. 
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